Dissociation of the neural correlates of explicit and implicit memory
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One presentation of a word to a subject is enough to change the way in which the word is processed subsequently, even when there is no conscious (explicit) memory of the original presentation. This phenomenon is known as implicit memory1–4. The neural correlates of implicit memory have been studied previously4–11 but they have never been compared with the correlates of explicit memory while holding task conditions constant or while using a procedure that ensured that the neural correlates were not ‘contaminated’ by explicit memory. Here we use scalp-recorded event-related brain potentials to identify neural activity associated with implicit and explicit memory during the performance of a recognition memory task. Relative to new words, recently studied words produced activity in three neuroanatomically and functionally dissociable neural populations. One of these populations was activated whether or not the word was consciously recognized, and its activity therefore represents a neural correlate of implicit memory. Thus, when task and memory contamination effects are eliminated, the neural correlates of explicit and implicit memory differ qualitatively.

Memory encoding was manipulated by cueing subjects to perform either a ‘shallow’ or a ‘deep’ study task. Depth of processing affects the ability of a subject to recollect a study episode consciously, but has little influence on measures of ‘data-driven’ implicit memory, such as repetition priming. In the first two experiments, studied (old) and unstudied (new) words were presented in a recognition memory test, and the event-related brain potentials (ERPs) produced by the different classes of test word were recorded. Crucially, we compared the ERPs produced by new words with those produced by words that were miss-classified by the subjects as new words, which would reflect differences between these two classes of ERP that new word recognition memory in the absence of awareness.

Very similar results were obtained in each experiment and we report the data collapsed across the two studies (n = 30). Of the

Figure 1 ERPs waveforms, averaged across subjects, from left and right frontal (F3, F4 of the 10–20 system12) and parietal (P3, P4) electrodes. a, ERPs elicited by correctly classified new words, and by unrecognized (unrec) and recognized (rec) shallowly studied words. ANOVA (factors of frontal versus parietal location, hemisphere and word type) of mean amplitudes between 300 and 500ms revealed a location × word-type interaction in a standard statistical term, no explanation needed (F2, 53 = 5.97, P < 0.005). Contrasts between unrecognized and new words restricted to the parietal electrodes revealed effects that were reliable for each experiment (1 and 2) separately (F1, 14 = 5.16 and 6.52, both P values < 0.005) as well as for the combined data set (F1,28 = 11.45, P < 0.005). b, ERPs elicited by correctly classified new words, and by recognized shallowly and deeply studied words. ANOVA of 300–500ms amplitudes revealed an effect of word type (F2, 56 = 18.19, P < 0.001). There was no such effect for analysis of the data from the two types of old word. ANOVA of the 500–800ms region revealed a significant word-type × hemisphere interaction (F2, 46 = 10.82, P < 0.001). This interaction remained when the ANOVA was restricted to data from the two types of old word (F1, 28 = 28.84, P < 0.001).
deeply studied words, 94% were recognized, as compared with 49% of the shallowly studied items (t(2) = 26.27, P < 0.001). 86% of the new words were correctly classified as new.

ERPs produced by shallowly studied words are shown in Fig. 1a, and are separated according to the accuracy of recognition judgement. The scalp topographies of the respective memory effects (differences between ERPs produced in response to studied and new words) are illustrated in Fig. 2a, b. From roughly 300 to 500 ms after the onset of the stimulus, ERPs from frontal electrode sites were more positive for recognized items than they were either for new words or for old words misclassified as new. During the same latency range (300–500 ms post-stimulus), ERPs from parietal electrodes showed a different pattern: regardless of the accuracy of the recognition judgement, old words produced more positive-going waveforms than did new words. This effect, which was equivalent in size for recognized and unrecognized items, is a neural correlate of memory in the absence of conscious recognition. As shown in Fig. 3, the effect was insensitive not only to accuracy of recognition judgement, but also to depth of processing. These functional properties identify the effect as a correlate of implicit memory.

In Fig. 1b we contrast the ERPs produced by new items with those elicited by recognized words. Between approximately 300 and 500 ms after the onset of the stimulus, memory effects for the two classes of studied word were equivalent in magnitude (Fig. 3) and scalp topography (Fig. 2a, c). From ~500 ms onwards, the ERPs to deeply studied words differed from those to both new and shallowly studied items. The scalp topography of this effect differed reliably from the memory effect elicited by the same words in the earlier, 300–500 ms, latency region (Fig. 2c, d), indicating that the two effects reflect the activity of distinct neural populations.

Our findings show that old words in a recognition memory test can produce three different patterns of memory-related activity. The functional characteristics of two of the patterns correspond closely to the characteristics of two kinds of memory—implicit memory and conscious recollection—that have been distinguished on the basis of behavioural and neuropsychological evidence. Indeed, the ERP correlate of recollection identified here closely resembles that identified in previous studies. The third pattern of activity, maximal over the frontal scalp from 300–500 ms after the onset of the stimulus, is less easily characterized. This was found only for recognized old items, but was insensitive to depth of study processing. It may reflect item ‘familiarity’, a form of explicit memory held to be dissociable from recollection.

Our results go beyond previous findings by showing directly that neural activity elicited by recently experienced words that are not consciously recognized differs from activity elicited by genuinely new words. An important question is whether this effect merely represents weak explicit memory that is sufficient to be manifest in ERPs but too weak to lead to a positive recognition judgement. This possibility can be rejected on two grounds. First, the magnitude of the proposed neural correlate of implicit memory did not vary between recognized and unrecognized words, whereas a correlate of explicit memory should vary with recognition accuracy. Second, unrecognized and recognized words produced qualitatively different patterns of neural activity, indicating that explicit memory may involve the engagement of neural populations that are separate from those supporting memory without awareness.

If the ERP differences produced in response to new and unrecognized words are a correlate of implicit memory, similar effects should be seen in the kind of task standardly used to study implicit memory. In two other experiments, we investigated the ERPs produced by old and new words in a semantic judgement task, where it was irrelevant whether the words were old or new. A reliable repetition priming effect was observed on reaction time (old words, 891 ms; new words, 907 ms; F1,30 = 7.19, P < 0.02). This effect did not vary with depth of study processing. A positive-going memory effect was seen in ERPs at ~300~600 ms after stimulus onset (Figs 3 and 4). In its scalp distribution, time

---

**Figure 2** Scalp distributions of the differences between the ERPs to new words and different classes of studied word. **a.** Recognized shallowly studied minus new, 300–600 ms post-stimulus. **b.** Unrecognized shallowly studied minus new, 300–600 ms post-stimulus. **c.** Recognized deeply studied minus new, 300–600 ms post-stimulus. **d.** Recognized deeply studied minus new, 500–800 ms post-stimulus. ANOVA revealed that the contrasts between **a** and **b**, and between **c** and **d**, were significant (a vs b; site × word type interaction F4,115 = 4.11, P < 0.005; c vs d; site × latency region interaction F4,115 = 4.14, P < 0.005). The contrast between **a** and **c** was not significant.
course, and insensitivity to depth of processing, the effect resembles that elicited by unrecognized old words in the first two experiments. Thus, the neural correlate of implicit memory identified in those experiments is also present when test items are not intentionally used as retrieval cues.

Our findings are the first demonstration that the neural correlates of implicit and explicit memory can be dissociated within a single task. They provide strong support for the view\(^1\)\(^2\) that these two forms of memory reflect the operation of qualitatively distinct neural systems.

**Methods**

**Recognition task.** Subjects \((n = 16\) and \(18\) in experiments 1 and 2, respectively) were healthy, young, right-handed adults, naive to the purpose of the experiment. In each experiment, 15 subjects provided enough data \((>16\) artefact-free trials) to form ERPs for both correctly classified items and shallowly studied items misclassified as new.

**Figure 3** Magnitudes of ERP memory effects. **a, b.** Mean (+s.e.m.) differences in the amplitude of the 300–500 (a) and 500–800 ms (b) latency regions of ERPs to new words and ERPs to recognized deeply studied words and recognized and unrecognized shallowly studied words, shown for left (F3, P3) and right (F4, P4) frontal and parietal electrodes. **c.** Mean (+s.e.m.) of the differences in the semantic judgement task between the amplitude of the 300–500-ms latency region of ERPs to new words and ERPs to deeply and shallowly studied old words. Double asterisks indicate that these results differ from zero with \(P < 0.005\); single asterisks indicate that these results differ from zero with \(P < 0.05\).

Two (experiment 1) or three (experiment 2) study test blocks were used. In each study phase, 68 critical and 4 filler words were presented one at a time on a TV monitor. Each study word was preceded by a cue which indicated the nature of the task to be performed on that word. In response to one cue, subjects determined whether the first and last letters of the word were in alphabetic order (shallow task). In response to the other cue, they incorporated the word into a short sentence (deep task). After \(-5\) min, the test task was administered. The 68 critical words from the study phase were presented, randomly intermixed with 34 critical unstudied words and 10 unstudied fillers. The words (presentation duration 300 ms, maximum visual angle \(1.5 \times 0.4\) degrees (experiment 1); or 500 ms, \(2.8 \times 0.5\) degrees (experiment 2)) were presented every 5.3 s (experiment 1) or 5.5 s (experiment 2). Each word was preceded for \(2.1\) s by a fixation character, which was erased 102 ms before the word’s onset. Subjects discriminated between old and new items as quickly and as accurately as possible by pressing one of two response keys. The study and test lists were constructed so that, across subjects, each critical item served equally often as a word that was new, deeply studied, and shallowly studied. The words ranged...
A cortical representation of the local visual environment
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Medial temporal brain regions such as the hippocampal formation and parahippocampal cortex have been generally implicated in navigation1–4 and visual memory5–9. However, the specific function of each of these regions is not yet clear. Here we present evidence that a particular area within human parahippocampal cortex is involved in a critical component of navigation: perceiving the local visual environment. This region, which we name the ‘parahippocampal place area’ (PPA), responds selectively and automatically in functional magnetic resonance imaging (fMRI) to passively viewed scenes, but only weakly to single objects and not at all to faces. The critical factor for this activation appears to be the presence in the stimulus of information about the layout of local space. The response in the PPA to scenes with spatial layout but no discrete objects (empty rooms) is as strong as the response to arrays of multiple objects without three-dimensional spatial context (the furniture from these rooms on a blank background). This response is reduced if the surfaces in the scene are rearranged so that they no longer define a coherent space. We propose that the PPA represents places by encoding the geometry of the local environment.

In the first experiment, nine right-handed students were scanned while viewing 5.5-min videotapes in which scrambled and intact versions of black and white photographs of faces, common objects, houses and scenes were presented in separate epochs (Fig. 1a). Subjects either viewed the photographs passively, or performed a ‘one-back’ repetition detection task on the same stimuli (see Methods) which obliged them to attend to all stimuli irrespective of inherent interest. In all nine subjects, significantly greater activation was found during presentation of intact scenes than during presentation of intact faces and objects in the PPA, a bilateral region of parahippocampal cortex straddling the collateral sulcus (including the posterior tip of the parahippocampal gyrus and adjacent regions of the fusiform gyrus; Fig. 2). This region does not include the hippocampus proper.

For each subject individually, we used an independent data set from the same scanning session functionally to define a region of interest in the PPA (see Methods). We then extracted the time course of the per cent signal change relative to a fixation baseline within each subject’s PPA over the period of the scan. To distinguish changes in activation resulting from high-level differences between the stimulus types from changes in activation resulting from low-level feature differences between the stimulus types, we subtracted the per cent signal change for the scrambled photographs from that for the intact photographs for each stimulus type before comparing the response across stimulus types. Analysis of variance found this activation difference between intact and scrambled photographs to be significantly greater for scenes than for houses (F(1,8) = 35.4, P < 0.001), but not significantly greater for houses than for objects (F(1,8) = 3.4, P = 0.1). Although the 1-back task was more difficult for scrambled than intact images, the pattern of the PPA response did not differ between the two tasks (F < 1), so the greater response to scenes is unlikely to be due to differences in attention or perceptual effort. These results demonstrate that the PPA responds selectively to visually presented scenes even when the response to some of the low-level features (such as local texture and average...
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